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Group Algebra
• Let 𝐺 be a group

‣ We can define

ℂ[𝐺] ≔ 𝖲𝗉𝖺𝗇ℂ⟨𝛿𝑔 | 𝑔 ∈ 𝐺⟩

where the 𝛿𝑔 are formal symbols
‣ We can define a multiplication ∗ on 𝐺 given by 𝛿𝑔 ∗ 𝛿ℎ = 𝛿𝑔ℎ
‣ We can define a linear involution operation ̌𝛿 on ℂ[𝐺] given by

𝛿𝑔 = 𝛿𝑔−1

‣ We can define an inner product by

⟨𝛿𝑔, 𝛿ℎ⟩ = {1 if 𝑔 = ℎ
0 else
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Group Algebra
• We note that the above inner product has the following properties.

For all 𝑓, 𝑔, ℎ ∈ ℂ[𝐺] we have that

⟨𝑓 ∗ 𝑔, ℎ⟩ = ⟨𝑔, ̌𝑓 ∗ ℎ⟩
⟨𝑓, 𝑔 ∗ ℎ⟩ = ⟨𝑓 ∗ ̌𝑔, ℎ⟩

• We note that for all 𝑓, 𝑔 ∈ ℂ[𝐺] that

𝑓 ∗ 𝑔 = ̌𝑔 ∗ ̌𝑓
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Random Walks on Groups
• Given a group 𝐺 and a finitely supported probability measure 𝜇, we

can identify 𝜇 as element of the group algebra ℂ[𝐺] by

𝜇 ≔ ∑
𝑔∈𝐺

𝜇(𝑔)𝛿𝑔

• The 𝑙-step random walk on 𝐺 is defined by

𝜇∗𝑙 ≔ 𝜇 ∗ ⋯ ∗ 𝜇⏟
𝑙
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Random Walks on Groups
• The semantic meaning of the previous definition is the probability

distribution obtained by randomly choosing a group element via 𝜇
and multiplying it to the previous measure, staring with the measure
𝛿𝑒 and repeating this process 𝑙 many times.

• The return probability after 𝑙 steps is defined to be

𝑝𝑙(𝜇) ≔ ⟨𝜇∗𝑙, 𝛿𝑒⟩

i.e, the probability that the above process returns to the identity after 𝑙
steps

• We say that 𝑓 ∈ ℂ[𝐺] is symmetric if ̌𝑓 = 𝑓
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Random Walks on Groups
• For a symmetric measure 𝜇 ∈ ℂ[𝐺] we have that

⟨𝜇∗2𝑙, 𝛿𝑒⟩ = ⟨𝜇∗𝑙, 𝜇∗𝑙 ∗ 𝛿𝑒⟩

= ⟨𝜇∗𝑙, 𝜇∗𝑙⟩

= ‖𝜇∗𝑙‖2
2

• We note that if the random walk is “aperiodic”, since the only
stationary distribution of the markov process given by 𝜇 is the
uniform distribution across 𝐺, we have that

lim
𝑛→∞

𝑝𝑛(𝜇) → 1
|𝐺|
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Random Walks on Groups
• Given a finite symmetric set of generators 𝑆, i.e 𝑆 = 𝑆−1 we define

𝜇𝑆 ∈ ℂ[𝐺] ≔ 1
|𝑆|

∑
𝑔

1𝑆(𝑔)𝛿𝑔
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Random Walks on Infinite Groups
• Let 𝐺 be an infinite group and let 𝜇 be a symmetric finitely supported

measure whose support generates the group
• We know that

lim
𝑛→∞

𝑝𝑛(𝜇) → 0

and so the interesting question is how fast 𝑝𝑛(𝜇) goes to 0
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Random Walks on Infinite Groups
• Let us look at the case of ℤ × ℤ with generators 𝑆 =

{(0, 1), (1, 0), (0, −1), (−1, 0)}
• We have that

𝑝2𝑛(𝜇𝑆) = Θ( 1
𝑛

)

• Let us look at the case of 𝔽2 with generators 𝑆 = {𝑎, 𝑏, 𝑎−1, 𝑏−1}
• We have that

𝑝2𝑛(𝜇𝑆) = Θ( 1
32𝑛 )
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Cayley Graphs and Relations
• Given a group 𝐺 and a symmetric generating set 𝑆 we define the

Cayley Graph of a group 𝐺 to be the graph 𝖢𝖺𝗒(𝐺, 𝑆) ≔ (𝑉 , 𝐸),
where 𝑉 ≔ 𝐺 and 𝐸 ≔ {(𝑥, 𝑠𝑥) | 𝑠 ∈ 𝑆, 𝑥 ∈ 𝐺}
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Cayley Graphs and Relations
• The reason why 𝑝𝑛(𝜇𝑆) was so different in the above two examples is

the Cayley graph. Notice how the Cayley graph of ℤ × ℤ gives ample
opportunity for a point to return to the identity, whereas the Cayley
graph of 𝔽2 forces you to go back the way you came.

• Every loop starting at the identity in the Cayley graph represents a
relation in the generators. The more relations, the more you return to
the identity.

• Kesten’s theorem: Given a group 𝐺 and a generating set 𝑆, we have
that 𝐺 is amenable iff (𝑝2𝑛(𝜇𝑆))

1
2𝑛 → 1 as 𝑛 → ∞

• Random walks reveal group structure!

Srivatsa Srinivas Random Walks on Group Extensions 2025-06-12 10 / 56



Random Walks on Finite Groups
• In this case we know that if 𝐺 does not have a subgroup of index two

and that 𝑆 is symmetric then we have that 𝑝2𝑛(𝜇𝑆) → 1
|𝐺|  as 𝑛 → ∞.

• The function 𝜌 = 1𝐺
|𝐺| ∈ ℂ[𝐺] is very special.

‣ 𝜌∗𝜌 = 𝜌𝜌∗ = 𝜌 and ∀𝑓 ∈ ℂ[𝐺], 𝑓 ∗ 𝜌 = 𝜌 ∗ 𝑓
‣ We also note that for all 𝑓 ∈ ℂ[𝐺]

𝜌 ∗ 𝑓 = (∑
𝑔∈𝐺

𝑓(𝑔))𝜌

‣ Therefore, 𝑓 ↦ 𝜌 ∗ 𝑓  is the orthogonal projection on to the space of
“G-invariant” functions
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Random Walks on Finite Groups
• This allows to have the following decomposition

ℂ[𝐺] = ℂ[𝐺]° ⊕ ℂ · 𝜌

where ℂ[𝐺]° are 𝜑 such that 𝜌 ∗ 𝜑 = 0
• Set 𝑇𝜇(𝑓) ≔ 𝜇 ∗ 𝑓 , and note that since 𝜇 commutes with 𝜌, 𝑇𝜇

preserves the above decompositon
• Given a measure 𝜇 we define

|𝜆|(𝜇) = max{|𝜆| | 𝑇𝜇(𝜑) = 𝜆𝜑, 𝜌 ∗ 𝜑 = 0}
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Random Walks on Finite Groups
• Note that

𝑝2𝑛(𝜇𝑆) − 1
|𝐺|

= ⟨𝜇∗2𝑙
𝑆 , 𝛿𝑒⟩ − ⟨𝜌, 𝛿𝑒⟩

= ⟨𝜇∗2𝑙
𝑆 − 𝜌, 𝛿𝑒⟩

= ⟨𝜇∗2𝑙
𝑆 ∗ (𝛿𝑒 − 𝜌), 𝛿𝑒⟩

= ⟨𝜇∗2𝑙
𝑆 ∗ (𝛿𝑒 − 𝜌), 𝛿𝑒 − 𝜌⟩

≤ |𝜆|(𝜇)2𝑙
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More about |𝜆|
• Suppose that 𝜇 ∗ 𝜑 = 𝜆𝜑, where |𝜆| = 1. Then by using the fact that

𝜇 is a measure, considering the maximum value taken by 𝜑, we
deduce that either 𝐺 has a subgroup of index two or that 𝜑 = 𝑐𝜌

• Thus if 𝐺 does not have a subgroup of index two we must have that
|𝜆|(𝜇) < 1
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More about |𝜆|(𝜇)
• If 𝐺 = ℤ/𝑛ℤ × ℤ/𝑛ℤ with 𝑆 = {(0, 1), (0, −1), (1, 0), (−1, 0)} then

we have that

|𝜆|(𝜇𝑆) = 1 − Θ(1/𝑛2)

With a bit of arguing, one can show that it takes Θ(𝑛2) steps to get
within 𝜀 of the uniform distribution

• What is the analogue of 𝔽2 in the finite group setting?
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More about |𝜆|(𝜇)
• If 𝐺 = ℤ/𝑛ℤ × ℤ/𝑛ℤ with 𝑆 = {(0, 1), (0, −1), (1, 0), (−1, 0)} then

we have that

|𝜆|(𝜇𝑆) = 1 − Θ(1/𝑛2)

With a bit of arguing, one can show that it takes Θ(𝑛2) steps to get
within 𝜀 of the uniform distribution

• What is the analogue of 𝔽2 in the finite group setting?
• There are many options, but one is 𝖲𝖫2(𝔽𝑝) with generating set

𝑆𝑝 = {(1
0

2
1), (1

0
−2
1 ), (1

2
0
1), ( 1

−2
0
1)}
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A look at the Cayley Graphs
• Note that the smallest relation satisfied by words in 𝑆 has length

Θ(log 𝑝)
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Infinite Families of Finite groups
• Is there an infinite family of (𝖦𝗋𝗈𝗎𝗉, 𝖦𝖾𝗇𝖲𝖾𝗍), (𝐺𝑖, 𝑆𝑖)𝑖∈ℐ, such that

|𝜆|(𝜇𝑆) < 𝑐0 < 1 for all 𝑖 ∈ ℐ?
‣ We will call such families, 𝑐0-gap families

• By a theorem of Lubotzky and Weiss, if (𝐺𝑖, 𝑆𝑖)𝑖∈ℐ is a family of
groups of bounded solvability index, then there is no 𝑐0 < 1 for which
they form a 𝑐0-gap family [1]

• By Selberg’s 3/16-theorem, we can deduce that (𝖲𝖫2(𝔽𝑝), 𝑆𝑝)
𝑝∈ 𝖯𝗋𝗂𝗆𝖾𝗌

is a 𝑐0-gap family for some 𝑐0 < 1 [2]
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Lubtozky’s 1-2-3 problem
• Let

𝑆𝑥 = {(1
0

𝑥
1), (1

0
−𝑥
1 ), (1

𝑥
0
1), ( 1

−𝑥
0
1)}

The above is a subset of 𝖲𝖫2(𝑅) for any ring 𝑅
• Then we know from Selberg’s 3/16 theorem that

(𝖲𝖫2(𝔽𝑝), 𝑆1)
𝑝∈ 𝖯𝗋𝗂𝗆𝖾𝗌

 and (𝖲𝖫2(𝔽𝑝), 𝑆2)
𝑝∈ 𝖯𝗋𝗂𝗆𝖾𝗌

 are both 𝑐0-gap
families for some 𝑐0 < 1. The above capitalizes on the fact that 𝑆1, 𝑆2
generate finite index subgroups of 𝖲𝖫2(ℤ)

• Lubotzky’s 1-2-3 problem asks whether (𝖲𝖫2(𝔽𝑝), 𝑆3,𝑝)
𝑝∈ 𝖯𝗋𝗂𝗆𝖾𝗌

 is a 𝑐0

-gap family for some 𝑐0 < 1 [3]
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It was difficult
• We know for a fact that 𝑆3 generates an infinite index subgroup of

𝖲𝖫2(ℤ). So how do we deal with it???
• It was proposed in 1995 and was not solved all the way till late 2005

Figure 1: An excerpt from Gamburd’s article “Singular adventures of
Baron Bourgain in the Labyrinth of the Continuum”
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Using special properties of 𝖲𝖫2(𝔽𝑝)
• Let 𝐺𝑝 = 𝖲𝖫2(𝔽𝑝)
• We know that since the smallest representation of 𝖲𝖫2(𝔽𝑝) is of

dimension Θ(𝑝) (a result of frobenius)
• Using non-abelian fourier analysis [4] one can show that there is a

constant 𝑞0 < 1 independent of 𝑝, such that for any 𝑓 ∈ ℂ[𝐺𝑝], 𝑔 ∈
ℂ[𝐺𝑝]° we must have that

‖𝑓 ∗ 𝑔‖2
2 ≤ |𝐺|1−𝑞0‖𝑓‖2

2‖𝑔‖2
2

• Without the above property, the best you can get is

‖𝑓 ∗ 𝑔‖2
2 ≤ |𝐺|‖𝑓‖2

2‖𝑔‖2
2
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Using special properties of 𝖲𝖫2(𝔽𝑝)
• (Quasirandomness Trick)[4], [5] If |𝜆|(𝜇) = 𝑒−𝛽, with 𝜇 ∗ 𝜑 = 𝑒−𝛽𝜑.

If we can show that there exists some 𝑙 such that ‖𝜇∗𝑙 log 𝑝‖2
2 ≤ 1

|𝐺|1−𝑞0
2

,

then

𝑒−2𝛽𝑙 log 𝑝 = ‖𝜇∗𝑙 log 𝑝 ∗ 𝜑‖2
2

≤ |𝐺𝑝|1−𝑞0‖𝜇∗𝑙 log 𝑝‖2
2‖𝜑‖2

2

≤ |𝐺𝑝|1−𝑞0 |𝐺𝑝|𝑞0/2−1

= |𝐺𝑝|−𝑞0/2 ≤ 𝑒
−3𝑞0 log 𝑝

2

Since |𝐺𝑝| ≤ 𝑝3 = 𝑒3 log 𝑝. Thus we get a lower bound on 𝛽 independent
of 𝑝!
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Using special properties of 𝖲𝖫2(𝔽𝑝)
• So the goal has now been reduced to show that ‖𝜇∗𝑙

𝑆3
‖2

2 is small
enough after 𝑙 = Θ(log 𝑝) steps

• We know that since
‣ 𝑆3 ⊂ 𝖲𝖫2(ℤ) generates a free group
‣ The elements in ∏𝑙 log 𝑝 𝑆3 all have entries lesser than 𝑝, as long as

𝑙 ≤ 1/6
‣ We get ‖𝜇∗ log 𝑝/6‖2 ≤ 1

𝑝
log 3

6

• This is some, but not nearly enough “flatness”! We call this “initial
entropy”
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The Bourgain-Gamburd technique
• Okay, what if we multiplied a measure 𝜇 by itseld and dont gain much

entropy, i.e

‖𝜇 ∗ 𝜇‖2
2 ≥ 1

𝐾
‖𝜇‖2

2

• If 𝜇 is uniformly distributed on the shift of an almost subgroup, a set
𝐴 ⊂ 𝐺 such that

|𝐴 · 𝐴 · 𝐴| ≤ 𝐾|𝐴|

then the above inequality holds
• Can we say the reverse?
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The Bourgain-Gamburd technique
• The Bourgain-Gamburd lemma says that if the inequality in the

previous slide holds, then there exists a symmetric subset 𝐴 ⊂ 𝐺 such
that
‣ 𝐾Θ(1)

‖𝜇‖2
2

≥ |𝐴| ≥ 1
𝐾Θ(1) ‖𝜇‖2

2

‣ |𝐴 · 𝐴 · 𝐴| ≤ 𝐾Θ(1) |𝐴|
‣

∀𝑎 ∈ 𝐴, 𝜇 ∗ ̌𝜇(𝑎) ≥ 1
𝐾Θ(1)|𝐴|

• The proof uses Tao’s non-commutative Balog-Gowers-Szemeredi and
the dyadic pigeonhole technique
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The Bourgain-Gamburd technique
• We now ask what happens when

‖𝜇∗𝑙 log 𝑝
𝑆3

∗ 𝜇∗𝑙 log 𝑝
𝑆3

‖2
2 ≤ 1

|𝐺𝑝|𝛿
‖𝜇∗𝑙 log 𝑝

𝑆3
‖2

2

• We get that there is a Θ(𝛿) almost subgroup 𝐴 of size greater than
|𝐺𝑝|

log 3
3 −Θ(𝛿)

• (Helfgott) [6] For all 𝛾 > 0, ∃𝛿 > 0 such that if 𝐴 generates 𝐺𝑝 then
|𝐴 · 𝐴 · 𝐴| ≥ |𝐴|1+𝛿.

• The above result means that the only almost subgroups in 𝐺𝑝 are
actual subgroups
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The Bourgain-Gamburd technique
• Thus there is some sugroup 𝐻 ≤ 𝐺

𝜇∗𝑙 log 𝑝
𝑆3

(𝐻) ≥ 1
|𝐺𝑝|𝛿

• This was proven not to be the case in [7] finite group theory; all
proper subgroups of 𝐺𝑝 have a bounded relation, but 𝑆3 has no
relation of length lesser than log 𝑝/6.

• A more elegant method relating to the algebraic geometry of 𝖲𝖫2(−)
was developed in [8].

• Thus |𝜆|(𝜇𝑆3
) < 𝑐0 < 1, where 𝑐0 is independent of 𝑝
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Can this be done for other groups?
• If we are to apply the above technique to a family of groups 𝐺𝑖 we

need two ingredients.
‣ (Large enough almost subgroups are groups): For all 𝛾 > 0, there is

a 𝛿 > 0, for all 𝑖 ∈ ℐ, the only 𝛿-almost subgroups of 𝐺𝑖 which are
of size at least |𝐺𝑖|𝛾 , are actual subgroups

‣ (Non-Trivial representations are large): There exists a 𝑞0 such that
for all 𝑖 ∈ ℐ, for all non-trivial irreducible representations 𝜌 : 𝐺𝑖 →
𝖦𝖫(𝑉𝜌), we have that dim 𝑉𝜌 ≥ |𝐺𝑖|𝑞0

• The above two assumptions hold for groups which look like
𝖠𝗅𝗀𝖦𝗋𝗉(𝔽𝑞). The first requirement took quite a while (2004-2010) [9],
[10] solve and the second requirement was known since the 1970s
[11]
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Can this be done for other groups?
• Bourgain and Gamburd led the charge in finding an anlogue to the

above technique in 𝖲𝖴(2)
• The above technique is now used in a lot of different groups!
• Since |𝜆|(𝜇) is such refined information, we get a lot of corollaries in

number theory due to group actions!
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A lucrative idea
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A lucrative idea
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The Bourgain-Gamburd mantra
• Suppose a group 𝐺 is “Bourgain-Gamburdable”. Let 𝜇 be any measure

on 𝐺
‣ If we have that for all subgroups 𝐻  of 𝐺 that

𝜇∗𝑙 log|𝐺|(𝐻) ≤ 𝑒−𝛽 log|𝐺:𝐻|

then we have that − log|𝜆|(𝜇) > Θ𝑙,𝛽,params(𝐺)(1) > 0

where params(𝐺) is a set of numbers only to do with the
representation theory and almost subgroups of 𝐺

• Therefore the refined information of the spectral gap, can be deduced
from the crude information of escaping subgroups
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Group Actions and Homomorphims
• Given a group 𝐺 acting on a set 𝑋, we can define a bilinear map

⊠ : ℂ[𝐺] × ℂ[𝑋] → ℂ[𝑋]

given by 𝛿𝑔 ⊠ 𝛿𝑥 ≔ 𝛿𝑔·𝑥
• Given two groups 𝐺, 𝐻  and a homomorphism 𝜑 : 𝐺 → 𝐻 , there is an

algebra homomorphism 𝜑[−] : ℂ[𝐺] → ℂ[𝐻] given by 𝛿𝑔 ↦ 𝛿𝜑(𝑔)
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Affine Actions
• Let 𝐻𝑝 = 𝖲𝖫2(𝔽𝑝) and let 𝑉𝑝 = 𝔽2

𝑝 . Let 𝐴𝑝 = 𝖲𝖫2(𝔽𝑝) ⋉ 𝑉𝑝 and let
𝜋𝜃 : 𝐴𝑝 → 𝐻𝑝 be the projection homomorphism

• Suppose that 𝐴′ is a subgroup of 𝐴𝑝 such that 𝜋𝜃(𝐴′) = 𝐻𝑝. Then we
note that if {1} × 𝑊 ≔ 𝐴′ ∩ {1} × 𝑉𝑝, then 𝑊  is an 𝐻𝑝 submodule
of 𝑉𝑝. Therefore, it is either 𝑉𝑝 or {0}. Thus 𝐴′ is either all of 𝐴𝑝 or
there is a cocycle 𝜌 such that

𝐴 = {(𝑔, 𝜌(𝑔))}

Since we know that all cocycles of the above group are coboundaries,
there exists 𝑣0 such that 𝐴′ · 𝑣0 = 𝑣0
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Bourgain-Gamburd applied to Affine Actions
• Therefore, we can expect the following theorem: Let 𝑆 be a symmetric

generating set of 𝐴𝑝. We have that

− log|𝜆|(𝜇𝑆) ≥ Θ|𝑆|(1)(− log|𝜆|(𝜋𝜃[𝜇𝑆])) (1)

• Which is exactly what was proved in in 2014, by Lindenstrauss and
Varju in [21]

• We know that 𝐴𝑝 ↷ 𝑉𝑝 by affine actions and so we can define ⊠ :
ℂ[𝐴𝑝] × ℂ[𝑉𝑝] → ℂ[𝑉𝑝]
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Bourgain-Gamburd applied to Affine Actions
• They prove that there exists an 𝑙, 𝛽 = Θ|𝑆|(− log|𝜆|(𝜋𝜃[𝜇𝑆])) > 0

such that for all 𝑣 ∈ 𝔽𝑝

‖𝜇∗𝑙 log|𝐴𝑝|
𝑆 ⊠ 𝑣0‖2

2 ≤ 𝑒−𝛽 log[𝐴𝑝:𝐻𝑝]

• In other words, we have shown that the probability of fixing a vector
is very small. Since the escaping properties of the projection of 𝜇𝑆
onto the 𝐻𝑝 has a spectral gap, the only subgroups that 𝜇𝑆  can
possible get stuck in, are exactly those subgroups which fix a vector.
Thus, by the Bourgain-Gamburd mantra we have shown Equation 1
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Direct Products
• Let 𝐺𝑝 = 𝐻𝑝 × 𝐻𝑝, with 𝜋𝐿, 𝜋𝑅 : 𝐺𝑝 → 𝐻𝑝 being the left and right

projections respectively. Let 𝐺′ be a subroup of 𝐺𝑝 such that
𝜋𝐿(𝐺𝑝), 𝜋𝑅(𝐺𝑝) = 𝐻𝑝. Then, we know that if {𝐼} × 𝐿 ≔ 𝐺′ ∩
{1} × 𝐻𝑝 then 𝐿 is a normal subroup of 𝐻𝑝. Thus we have that

𝐿 = {𝐼}, {+𝐼, −𝐼}, 𝐻𝑝

On setting 𝜋𝑍 : 𝐻𝑝 → 𝐻𝑝/𝑍(𝐻𝑝), we have that, either 𝐺′ = 𝐺𝑝 or
there exists an automorphism 𝜑 : 𝐻𝑝/𝑍(𝐻𝑝) → 𝐻𝑝/𝑍(𝐻𝑝) such
that 𝜋𝑍 × 𝜋𝑍(𝐺′) ⊂ Graph(𝜑)
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Direct Products
• Therefore in [21] Lindenstrauss and Varju conjectured that if 𝑆 is a

symmetric generating set of 𝐺𝑝, then we must have that

− log|𝜆|(𝜇𝑆) ≥ Θ|𝑆|(1) min(− log|𝜆|(𝜋𝐿[𝜇𝑆]), − log|𝜆|(𝜋𝑅[𝜇𝑆])) (2)

• Let us find a group action that allows us to find if we are “trapped in a
graph or not”. Define 𝐺𝑝 ↷𝜑

𝐻𝑝
𝑍(𝐻𝑝)  by

(𝑥, 𝑦) ·𝜑 𝑧 = 𝜋𝑍(𝑥)𝑧𝜋𝑍(𝜑(𝑦)−1)

• We note that (𝑥, 𝑦) ·𝜑 𝐼 = 𝐼  iff (𝜋𝑍(𝑥), 𝜋𝑍(𝑦)) ∈ Graph(𝜑)
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Direct Products
• Can we somehow show that that there are 𝑙, 𝛽 linearly dependent on

min(− log|𝜆|(𝜋𝐿[𝜇𝑆]), − log|𝜆|(𝜋𝑅[𝜇𝑆])) such that

‖𝜇∗𝑙 log|𝐺𝑝|
𝑆 ⊠𝜑 𝐼‖2

2 ≤ 𝑒−𝛽 log[𝐺𝑝:𝐻𝑝]

• Can we say that the probability of being trapped in a graph is small?
A statement like the above would immediately imply Equation 2 by
the Bourgain-Gamburd mantra
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Lindenstrauss and Varju’s technique
• Lindenstrauss and Varju used the following inequality: Let

𝐺 = 𝐻 ⋉ 𝐴, where 𝐴 is abelian and let 𝜇 ∈ ℂ[𝐺], 𝛼 ∈ ℂ[𝐴] with 𝜇
being a probability measure. Let ⊠ come from the affine action.

• There is also the linear action of 𝐻 ↷𝜃 𝐴 which induces

⊠𝜃 : ℂ[𝐻] × ℂ[𝐴] → ℂ[𝐴]
• Since for any (𝜃0, 𝑣) ∈ 𝐺, 𝛼 ∈ ℂ[𝐴]

𝛿𝑔 ⊠ 𝛼 = (𝛿𝜃0
⊠𝜃 𝛼) ∗ 𝛿𝑣

We note that

(𝛿𝑔 ⊠ 𝛼) ∗ ̌(𝛿𝑔 ⊠ 𝛼) = 𝜋𝜃(𝑔) ⊠𝜃 (𝛼 ∗ ̌𝛼)
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Lindenstrauss and Varju’s technique
‣ Lindenstrauss and Varju prove the following inequality

‖(𝜇 ⊠ 𝛼) ∗ ̌(𝜇 ⊠ 𝛼)‖2
2 ≤ ‖∑

𝑔
(𝛿𝑔 ⊠ 𝛼) ∗ ̌(𝛿𝑔 ⊠ 𝛼)𝜇(𝑔)‖

2

2

= ‖𝜋𝜃[𝜇] ⊠𝜃 (𝛼 ∗ ̌𝛼)‖2
2

• And use it to derive information about 𝜇 ⊠ − using
𝜋𝜃[𝜇] ⊠𝜃 −
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Our Technique
• We take a group 𝐺 = 𝐻 × 𝐻  and a homomorphism 𝜋𝑍 : 𝐻 → �̃� ,

where �̃� = 𝐻/𝑍(𝐻). Let 𝜑 : 𝐻 → 𝐻  be a homomorphism. We have
⊠𝜑 from before, but now we define ⊠𝜃 as the map we get from the
action 𝐻 ↷ �̃�

𝑥 ·𝜃 𝑧 = 𝜋𝑍(𝑥)𝑧𝜋𝑍(𝑥−1)
• We note that since

𝛿(𝑥,𝑦) ⊠𝜑 𝛼 = 𝛿𝜋𝑍(𝑥) ∗ 𝛼 ∗ 𝛿𝜋𝑍(𝜑(𝑦)−1)

we have that

(𝛿𝑔 ⊠ 𝛼) ∗ ̌(𝛿𝑔 ⊠ 𝛼) = 𝜋𝐿(𝑔) ⊠𝜃 (𝛼 ∗ ̌𝛼)
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Our Technique
• We prove the inequality

‖(𝜇 ⊠𝜑 𝛼) ∗ ̌(𝜇 ⊠𝜑 𝛼)‖2
2 ≤ ‖∑

𝑔
(𝛿𝑔 ⊠𝜑 𝛼) ∗ ̌(𝛿𝑔 ⊠𝜑 𝛼)𝜇(𝑔)‖

2

2

= ‖𝜋𝐿[𝜇] ⊠𝜃 (𝛼 ∗ ̌𝛼)‖2
2

• And use it to derive information about 𝜇 ⊠𝜑 − using
𝜋𝐿[𝜇] ⊠𝜃 −
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I don’t know what to name this inequality
• Our inequality follows from the following more general inequality:

Let ℋ be a Hilbert algebra and let 𝒜, ℬ be two subalgebras such that
[𝒜, ℬ] = 0. Let (Ω, 𝜇) be a measure space ℋ and let 𝑓 : Ω → 𝒜
𝑔 : Ω → ℬ be square integrable. Then we have that

‖(∫
Ω

𝑓(𝜔)𝑔(𝜔)∗𝑑𝜇(𝜔))(∫
Ω

𝑓(𝜔)𝑔(𝜔)∗𝑑𝜇(𝜔))
∗

‖

2

2

≤ ‖∫
Ω

𝑓(𝜔)𝑓(𝜔)∗𝑑𝜇(𝜔)‖
2

2

‖∫
Ω

𝑔(𝜔)𝑔(𝜔)∗𝑑𝜇(𝜔)‖
2

2
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I don’t know what to name this inequality
• The proof is relatively simple: We set 𝛼(𝜔1, 𝜔2) = 𝑓(𝜔1)∗𝑓(𝜔2)

𝛽(𝜔1, 𝜔2) = 𝑔(𝜔1)∗𝑔(𝜔2) and note that

∫
Ω4

(𝛼(𝝎1)𝛽(𝝎2) − 𝛼(𝝎2)𝛽(𝝎1))(𝛼(𝝎1)𝛽(𝝎2) − 𝛼(𝝎2)𝛽(𝝎1))∗𝑑𝜇4(𝝎𝟏, 𝝎𝟐)

is a positive element of ℋ. The inequality follows from taking the inner
product of the above with 1ℋ

• In the case of the problem Lindenstrauss and Varju solved, we can
take ℋ to be ℂ and then it just becomes Cauchy-Schwarz

• In our case we take ℋ to be ℂ[𝐺] and ℬ to be ℂ
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Pushing the inequality to its limit
• My thesis is based on joint work of Prof. Alireza Golsefidy and mine,

titled Random Walk on Group Extensions.
• The extremely nerfed 🔫 🔫 🔫 version of the main theorem is the

following, which encapsulates the above two theorems:

Let 𝖦 = (∏𝑖 𝖦𝑖) ⋉ 𝖴 be a perfect algebraic group defined over ℤ, where
𝖦𝑖 are quasi-simple and 𝖴 are unipotent all defined over ℤ. Then there
exists a constant 𝐾 > 0 such that for all 𝑝 ∈ 𝖯𝗋𝗂𝗆𝖾𝗌 such that for any
measure 𝜇 on 𝖦(ℤ/𝑝ℤ), we have that

− log(|𝜆|(𝜇)) ≥ 𝐾 max
𝑖

(− log|𝜆|(𝜋𝑖[𝜇]))

where 𝜋𝑖 : 𝖦 → 𝖦𝑖 is the projection map
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Pushing the inequality to its limit
• In my opinion the above theorem will be a foundation in the field, as

it moves towards proving that all generating sets of particular group
have a spectral gap. One of the biggest problems in the field is finding
“initial entropy”, which is usually done by choosing special generating
sets.

• The above theorem should be thought of as a “result booster”; any
result about spectral gaps that you can cook up about finite simple
groups of Lie Type immediately apply towards the 𝔽𝑞 points of perfect
algebraic groups. You don’t have to waste time dealing with annoying
“×” and “⋉”. One can “Keep It Simple Stupid”

• It has already found uses in [22] and future work communicated to me
by Prof. Breuillard
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Future Directions of this Idea
• The analogous result for the ∏𝑝∈ 𝖯𝗋𝗂𝗆𝖾𝗌 ℤ𝑝 points of perfect algebraic

groups is under completion and we hope to publish it in this summer
• The ideas are analogous, but the technical details took a lot of new

ideas, both in the algebra and the analysis.
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Thanks for being on my committee
• I would like to thank the members of my commitee for being on my

committee
• “Solving an open problem problem using Non-Commutative Cauchy-

Schwarz” is a pipe-dream for a PhD thesis, but I would like to thank
my advisor for making it possible!
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